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Ming-wei Chang�Computer Siene Dept.University of IllinoisUrbana, IL, USAmhang21�uiu.edu Wen-tau YihMirosoft ResearhOne Mirosoft WayRedmond, WA, USAsottyih�mirosoft.om Robert MCannMirosoftOne Mirosoft WayRedmond, WA, USArobert.mann�mirosoft.omAbstratGray mail, messages that ould reasonablybe onsidered either spam or good by di�er-ent email users, is a ommonly observed is-sue in prodution spam �ltering systems. Inthis paper we study this lass of mail using alarge real-world email orpus and signature-based ampaign detetion tehniques. Ouranalysis shows that even an optimal �lter willinevitably perform unsatisfatorily on graymail, unless user preferenes are taken intoaount. To overome this diÆulty we de-sign a light-weight user model that is highlysalable and an be easily ombined with atraditional global spam �lter. Our approahis able to inorporate both partial and om-plete user feedbak on message labels andathes up to 40% more spam from gray mailin the low false-positive region.1 IntrodutionPublily available email orpora for spam �lteringoften impliitly or expliitly assume that the labelof a message does not depend on who reeives themail (Cormak & Lynam, 2005; Cormak, 2006). Al-though this assumption is somewhat neessary as alear annotation guideline for reating benhmark or-pora, unfortunately it does not always hold in pratie.For example, a partiular ompany may send monthlyadvertisements to past ustomers. Even though theemail ontent is the same, some users onsider thisgood mail while others treat it as spam (Fallows, 2003).As another example, it is ommon for users to begin re-porting newsletters as spam rather than unsubsribingthem, even if they had previously signed up to reeive�This work was done while the author was an internat Mirosoft Researh.

those newsletters (Email Sender and Provider Coali-tion, 2007). In these ases, nearly idential messagessent to multiple reipients have no globally orret la-bel and an be reasonably treated as either good orspam. Suh messages are alled gray mail, whih is�rst addressed in (Yih et al., 2007).Not surprisingly, the seemingly inonsistent labels ofgray mail messages present a diÆult hallenge tospam �ltering. When learning a �lter, the learner isfaed with the problem of how to handle gray mail ap-propriately. One possible strategy is to treat it as a la-bel noise issue, where the labels of some gray messagesan be \orreted" before used for training. Perhapsmore seriously, beause idential messages will havethe same predited label at run time, the deision isa lassi�ation error to some users, even if the �lter isglobally \optimal".To overome these diÆulties, in this paper, we �rstanalyze the properties of gray mail using a large or-pus obtained via ampaign detetion tehniques. Bylustering near-dupliate email in a olletion of morethan 2.6 million messages and examining their labels,we managed to obtain a large orpus of gray mail. Ourstudy on�rms that a big portion of email does be-long to gray mail. Moreover, we show that a globallytrained ontent-based �lter performs poorly on thisspeial ategory of mail and even a perfet �lter willinevitably produe some lassi�ation errors. To solvethe gray mail problem, ertain degree of personaliza-tion is thus neessary.For this purpose, we design an approah that inorpo-rates user preferenes into the lassi�ation model toavoid the limitations of global �ltering. Unlike previ-ous personalized �ltering shemes whih inur signif-iant storage and proessing osts per user, our usermodels are highly salable and pratial for large Web-based mail systems. We �nd that, with very little ad-ditional ost beyond urrent global �ltering systems,we are able to inorporate both partial and ompleteuser feedbak on message labels and ath up to 40%



more spam from gray mail in the low false-positive re-gion.The rest of the paper is strutured as follows. We �rstrevisit the gray mail problem by measuring its perva-siveness and quantifying the limitations of global �ltersin Setion 2. We then disuss the need for personalized�ltering and propose various user models in Setion 3,followed by the experimental evaluation in Setion 4.Finally, we introdue other related work in Setion 5and onlude the paper in Setion 6.2 The Gray Mail ProblemIn this setion we study the e�ets of gray mail onspam �ltering. We �rst desribe how we obtain a graymail orpus using signature-based ampaign detetiontehniques and then proeed to quantify the prevaleneof gray mail and the limitations it plaes on global�lters.2.1 Obtaining a Gray Mail CorpusTo obtain a gray mail orpus we mine a large emaildataset for ampaigns that have been labeled inon-sistently by di�erent reipients. The labeled messagesome from the Hotmail Feedbak Loop and the am-paigns are deteted with a reently developed near-dupliate detetion tehnology. We desribe eah ofthese as follows.The Hotmail Feedbak Loop: The gray mailproblem has been overlooked in the researh ommu-nity and an only be observed in a more realisti en-vironment. Fortunately, having aess to the HotmailFeedbak Loop data provides us the opportunity to ex-amine this problem losely. The Feedbak Loop dataonsists of messages labeled as spam or good by pollingover 200,000 Hotmail volunteers daily. In this dataolletion mehanism eah user's inoming mail is ran-domly seleted, regardless of whether it is headed forthe inbox, junk folder, or deletion. A speial opy ofthe seleted message is then sent to the user, askinghim to annotate the original message as good or spam.Notie that this is not a truly random sample of mailsent to these users sine eah user reeives at most 1labeling request per day, and there is a signi�ant fra-tion of mail that is immediately deleted and never en-ters this proess (e.g., from blok lists of learly knownspammers). Nonetheless, internal studies have shownthat this set provides a reasonable approximation tomail reeived by Hotmail users. Most importantly,unlike in traditional researh orpora, these messagesare labeled by their intended reipients in real time.We believe we get the true, up-to-date personal judge-ments that only the mail reipients an make, whih is

ruial to a study on gray mail. In this analysis andthe remainder of this paper, we use Feedbak Loopdata on messages reeived from January through May2007.Email Campaign Detetion: Beause gray mailis essentially messages that ould be labeled eithergood or spam by di�erent users, the straightforwardmethod to �nd gray mail is to identify idential ornear-dupliate messages in the dataset that have beenlabeled di�erently by di�erent users. Messages withalmost idential ontent and sent roughly in the sameshort period are usually alled an email ampaign.Although deteting email ampaigns is an importantanti-spam tehnique, not all of the ampaigns are spammessages. Newsletters or ommerial messages are of-ten sent as email ampaigns and an often be detetedusing the same method.The ampaign detetion method we use in this paperis a variation of I-Math (Chowdhury et al., 2002),whih has been shown very e�etive in �nding near-dupliate email messages (Kolz & Chowdhury, 2007).Briey speaking, I-Math is one type of �ngerprintingmethod that generates a signature for an email mes-sage. This method �rst pre-ompiles a list of impor-tant words, or lexion, from a large doument olle-tion. The signature is simply a hashed representationof the terms in the email that also our in the lexion.This method is further enhaned by Kolz and Chowd-hury (2007) to use not only uni-grams (i.e., words inthe messages) but also some short n-grams based ona language model, whih tends to be more robust togood-word attaks (Lowd & Meek, 2005) from spam-mers.Applying the near-dupliate detetion method on theHotmail Feedbak Loop mail olletion, we are ableto �nd several email ampaigns or lusters of identialmessages. If the messages in the same ampaign arelabeled di�erently, then we onsider it as a gray mailampaign. Although the preision of this gray maildetetion approah is fairly high, its reall is unfortu-nately limited by the sample size of the email olle-tion. Remember that the Feedbak Loop data is onlyolleted from a small portion of Hotmail users. De-spite the fat that it ontains millions of messages, thedataset is still just a small sample of messages sent toHotmail aounts. Therefore, small email ampaignsmay not always be deteted by this method.Notie that the ampaign detetion tehnique ismainly used for o�ine analysis of gray mail. For areal-time spam �lter that needs to detet gray mailfrom large inoming mail streams, this is likely to beexpensive. One alternative is to use sender reputa-tion. For example, if mail from a given sender IP is



onsistently labeled as both spam and good by di�er-ent users, then all the messages it sends in the futuremay be treated as gray mail. While this is not aspreise as the ampaign detetion tehnique beausesome senders send a mix of learly good and learlybad mail (e.g., forwarders), as we will disuss later inSetion 4.1, it is still a good and eÆient alternativein pratie.2.2 Limitations of Global FilteringGiven a gray mail orpus, we an now quantitativelystudy the problem. Beause a gray mail message anbe labeled as either spam or good, a onventionalglobal spam �lter will be faed with the hallenge oflearning over \noisy" training data and will inevitablymake mistakes at run time. This raises several in-teresting questions, suh as \what perentage of mailbelongs to gray mail?" and \how does gray mail a�et�lter performane?" In this subsetion we measure thepervasiveness of gray mail and evaluate the use of noiseredution tehniques to build a traditional global �l-ter. While we do observe improved performane overa sheme in whih the gray mail problem is simply ig-nored, we disuss why this is a less preferable approahto the problem. We then quantify the upper boundsthat gray mail plaes on the predition auray ofany global �ltering sheme and highlight the need forpersonalized �ltering.Pervasiveness of Gray Mail: In order to measurethe ratio of gray mail versus all email messages, we an-alyze messages reeived in April and May of 2007. Thenumber of total messages of this olletion is 2,672,222.Among them, 1,553,519 (58.1%) were labeled as spamand the remaining 1,118,703 (41.9%) were labeled asgood. Applying the near-dupliate detetion methodon this olletion, we disovered 41,068 ampaigns on-taining at least 5 messages, whih aounts for 848,153(31.7%) messages in total. Although a large numberof these ampaigns are either true spam or good am-paigns, many of them are gray mail ampaigns. Fig-ure 1 shows the label onsisteny of these ampaigns.The x-axis is the ampaign spam ratio (i.e., the num-ber of messages labeled as spam versus the total num-ber of messages in a ampaign) and the y-axis is thetotal number of messages in all ampaigns with thatspam ratio. As we an see from the �gure, 28.6% ofthe messages belong to ampaigns with spam ratio 1.0,the unambiguous spam ampaigns. Similarly, at theother end of this �gure, 4.6% of the messages belongto the \good" ampaigns with spam ratio 0. Whetherthe messages from other ampaigns are label errors orgray mail is less ertain. If we assume there is no labelerror, then all ampaigns other than spam and goodare treated as gray mail, whih has 66.8% of the am-
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Figure 1: Volume of ampaign mail by spam ratio.paign messages. However, if we treat only email am-paigns with spam ratio between 0.2 and 0.8 as graymail, then gray mail aounts for 25.4% of all am-paign messages. In other words, at least 8.1% to 21.2%of all messages an be ategorized as gray mail. Theatual ratio ould be higher sine the near-dupliatedetetion method does not apture all ampaigns dueto the sampling issue disussed above.A Label Noise Problem? Sine gray mail presentshallenges to global �lters both during training andevaluation, we next quantify the e�ets of treating thegray mail problem as another form of label noise. Howmuh better an global �ltering beome if we removegray mail label \noise" from the training set? Also,given that a global �lter annot satisfy di�erent useropinions on the same mail, how would the performaneof a global �lter hange if we removed this \noise" fromthe testing set?We investigate these questions as follows. First wehoose January through Marh 2007 as our trainingperiod and April through May 2007 as our testingperiod. We then ompare 4 on�gurations: leaningthe training data only, leaning the testing data only,leaning both the training and testing data, and noleaning at all. To lean a given dataset, we �rst applythe ampaign detetion method on just that datasetand then fore all ampaign messages to have the samelabel as the majority vote within eah ampaign.Using randomly seleted 184,337 ampaign messagesfrom the training period, a spam �lter is trained usingontent features suh as words in the subjet and bodyby logisti regression (Goodman, 2002). This �lter isthen tested using another 50,841 randomly seletedampaign messages from the testing period.Figure 2 shows the ROC urves of these four on�gu-rations in the low false-positive region. As indiatedin the �gure, although leaning the training data on-
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train,test cleanedFigure 3: Global �lter performane on gray mail inampaign messages when treating gray mail as a labelnoise problem.sistently improves the �lter (regardless of whether thetesting data is leaned or not), the gain is minimal.In ontrast, most gain omes from leaning the test-ing data. That is, if the gray mail is treated as labelnoise, then the performane of our spam �lter on theseampaign messages is in fat muh better.If we fous on messages that belong to learly graymail ampaigns, then the performane di�erene iseven more substantial. We preserved messages in am-paigns with spam ratio between 0.2 and 0.8 in bothtraining and testing data and repeated the experi-ments. Figure 3 shows the ROC urves of the or-responding four on�gurations. As also indiated bythis �gure, the most gain still omes from leaning thetesting data instead of leaning the training data.The above results seem to suggest that if gray mailis onsidered a label noise issue, then a global �lteran perform well. This is espeially true during eval-

uation if we use \leaned" data to judge the e�etive-ness of our �lter. Unfortunately, this view is not fairor pratial. Users have di�erent preferenes and anymajority-rules approah will not satisfy the needs ofall users.Optimal Global Filtering: A natural question toask, then, is how good ould an optimal global �lterperform? To answer this question we assume that anystandard global �lter will output the same label for allmessages in a ampaign. An \optimal" �lter will thentake a majority-rules approah for eah ampaign tominimize errors. For example, if a ampaign has 20messages where 3 are onsidered spam by the reip-ients, then the �lter should label all 20 messages asgood, whih generates 3 false-negatives. Applying thispriniple to these email ampaigns, we found 23,749false-positive ases and 17,319 false-negative ases. Inother words, even an optimal lassi�er will have 1.54%lassi�ation error when the false-positive rate and thefalse-negative rate are about the same. In pratie,though, �lters are never perfet, and are usually tunedto operate in the low false-positive region. Applying a�lter trained on the data olleted in the training pe-riod to the messages sampled from the testing period,an internal study found that gray mail aounted forat least 9% of unaught spam when operating at a lowfalse-positive rate.3 Inorporating User PreferenesSine treating gray mail simply as a label noise is-sue is unfair to some users, the spam �ltering problembeomes more hallenging as gray mail plaes onsid-erable limitations on global �ltering shemes. In par-tiular, the orret email label not only depends onthe message, but also on the reipient. In this pa-per we propose a personalized approah for handlinggray mail. Unlike traditional personalized approahes,whih often build personalized �lters using trainingsets with similar distributions to the messages reeivedby eah user (Bikel & She�er, 2007; Segal, 2007),we seek a solution that respets the fat that di�er-ent users have di�erent opinions even on the samemail. Furthermore, we searh for a solution that isappropriate for large-sale, Web-based email systems,suh as Hotmail, Yahoo! Mail, GMail and AOL. Inthis setting, with a large number of users and noth-ing more than a Web browser on the lient side, itis impratial to learn and apply heavyweight �ltersfor eah user. Complete feedbak on message labelsfrom eah user annot be assumed always availableeither. In short, the personalization sheme has to(1) respet eah user's mail distribution and individ-ual preferenes, (2) inur negligible storage, training,



and proessing osts beyond a standard global �lter-ing system, and (3) do not require omplete feedbakfrom eah user.To satisfy these requirements we propose using thepartitioned logisti regression (PLR) model (Changet al., 2008) that learns ontent and user models sep-arately. While users share the same ontent modeltrained on all mail, the user model an be built ef-�iently using only a few statistis of the messagesreeived by eah user. The �nal predition an betreated as a simple multipliation of these two models.In this setion, we �rst briey introdue partitionedlogisti regression and then present how we learn theuser model given either omplete or partial user feed-bak.3.1 Partitioned Logisti RegressionConeptually, the partitioned logisti regression (PLR)model an be treated as a set of loal lassi�ers thatare trained by logisti regression using the same exam-ples, but on di�erent partitions of the feature spae.When applied to the task of spam �ltering, a messageis represented by a feature vetor X = XXu, whereX and Xu are the ontent and user features, respe-tively. Given an example X, the task is therefore topredit its label Y 2 f0; 1g, whih represents whetherthe message is good or spam. In the PLR model, suhonditional probability is proportional to the multipli-ation of posteriors estimated by the loal models.P̂ (Y jX) / P̂ (Y jX)P̂ (Y jXu) (1)In partiular, both the ontent and user models (i.e.,P̂ (Y jX) and P̂ (Y jXu)) are logisti funtions of theweighted sum of the features, where the weights arelearned by maximizing the onditional likelihood ofthe training data.The PLR model enjoys several advantages in pratie.For example, its funtional form is idential to the tra-ditional logisti regression model learned on all thefeatures. For a system that uses the logisti funtionfor estimating probabilities, to hange the model isstraightforward { simply replaing the weights withthe ones learned by the PLR model. It an also beshown that the multipliation of the loal preditionsin Equation 1 is equivalent to stating that di�erentgroups of features are onditionally independent giventhe lass label, whih makes partitioned logisti re-gression a hybrid model of the generative model, naiveBayes, and its disriminative ounterpart, logisti re-gression. Finally, by training loal models on di�erentgroups of features, the smoothing parameters an beeasily tuned separately, whih often yields better �nalpreditions. For more disussions on the PLR model,see (Chang et al., 2008).

When the logisti regression model is used for binarylassi�ation, it is quite often that the onditional log-odds instead of the posterior is used as the deisionfuntion. While these two options produe equivalentranking results, the log-odds is more onvenient to usein pratie sine it is the weighted sum of the features.The �nal binary predition of the message label is anindiator funtion { if the deision funtion is largerthan a pre-seleted threshold �, then the message islassi�ed spam.Inorporating user preferene in the PLR model asstated in Equation 1 an be viewed as if eah indi-vidual user has his own deision threshold. Let o bethe odds of the label given the example and let o andou be the odds of the ontent and user models, respe-tively. Then from Equation 1,log(o) > � , log(o) + log(or) + k > �, log(o) > � � k � log(ou), log(o) > �u;where k = � log(P (Y = 1)=P (Y = 0)), whih is in-dependent of u, and �u � � � k � log(ou) is the newthreshold for the mail reipient u.3.2 User ModelAs disussed previously, the goal of the user model isto apture the basi labeling preferene of eah mailreipient. In other words, we would like to know howlikely a message will be labeled as spam by a user,without knowing the ontent of the email. Althoughsome demographi information of a user, suh as age orgender, may be loosely related to his mail preferene,suh information may not always exist and ould beinaurate. Therefore, in this work we hoose a morediret and simple user feature { the reipient user id,whih is treated as a binary feature. For example, ifthere are n users, then for a message sent to the j-thuser, the orresponding user feature, xj will be 1, butall other n� 1 features will be 0.Note that by only using the user id in the user model,the model in fat estimates the \personal spam prior",P (Y ju), for eah user u, whih is equivalent to es-timate the perentage of spam in all messages thisuser reeives. Despite the fat that suh a model anbe trained using traditional logisti regression learn-ing methods, we an use a diret way to estimate the\inbox spam ratio" of the target user by ounting thenumber of spam messages and all messages reeived byhim in the training period. In the following, we �rstexamine how we derive this model when omplete userfeedbak on message labels is available. Perhaps moreimportantly, we also disuss how robust the model iswhen suh feedbak is limited.



3.2.1 Complete User FeedbakWhen the labels of messages sent to a target user areavailable, we use the spam ratio of these messageswith a smoothing tehnique that is similar to using aDirihlet prior. Let ntspam(u) be the number of spammessages sent to user u, ntall(u) the number of totalmessages this user reeives, and Pspam � P̂ (Y = 1)the estimated probability of a random message beingspam. The user model is derived using the followingformula.̂P (Y = 1jXu) = ntspam(u) + �Pspamntall(u) + � ; (2)where � is the smoothing parameter. Notie that thismaximum likelihood estimation is the same as logis-ti regression learning with feature vetors Xu; theonly di�erene is the smoothing tehnique used in thismethod.Similar to the ommon smoothing tehniques used inthe naive Bayes model, as the number of labeled mes-sages inreases, ntspam(u) and ntall(u) will be thedominant terms and the prior beomes less important.On the other hand, if there is no feedbak from thisuser in the training period, the user model will redueto the lass prior, Pspam, whih is simply the spamratio of all the email in our olletion.3.2.2 Partial User FeedbakIn more pratial settings we will not know the truelabels of all messages that a user has reeived. Even inthis ase, we an see from Equation 2 that it is still notdiÆult to set the denominator, whih is essentiallythe total number of messages a user reeives. Thehallenge, though, is to estimate the number of spammessages reeived by this user. It is ommon, how-ever, to be able to ollet some statistis to help makethis estimation. For example, although only a verysmall portion of Hotmail users partiipate the HotmailFeedbak Loop, ordinary users still provide a form offeedbak through \report as junk" buttons. This is aommon UI in most Web Mail systems. When a spammessage passes the �lter and is delivered to someone'sinbox, the user an press the button to move this mes-sage from the inbox to the junk folder, and report thismessage to the system.There are a ouple important issues when using thenumber of junk mail reports as the substitute of thereal ounts of spam messages. First of all, the userdoes not see all the messages sent to him. Messagesthat are highly likely to be spam may either be deletedor put in the junk folder diretly by the �lter. Seond,not all users report junk mail. Therefore, the junk mailreports are in fat a spei� subset of the spam mes-

sages sent to the user. Considering these two issues,we propose two formulas based on Equation 2.The �rst formula assumes that all the spam messagesdelivered to the inbox have been reported as junk mailby the user. The total number of spam messages istherefore the ount of junk mail reports plus the spamthat is aptured by the �lter. Let pre be the overallpreision of the �lter1; namely, the number of true pos-itives divided by the number of positive preditions.The number of aught spam messages of a reipient u,t(u), is thus pre � ntfiltered(u), where ntfiltered(u)is the number of messages sent to this user but onsid-ered as spam by the �lter. Let jmr(u) be the numberof junk messages reported by reipient u during thetraining period, then the �nal formula is:P̂ (Y = 1jXu) = t(u) + jmr(u) + �Pspamntall(u) + � (3)Equation 3 assumes that all the spam messages sentto the inbox have been reported by the user, whih isoften not true. One way to adjust this assumption is toadd a term to estimate the number of spam messagesthat are not reported. Let miss(u) be the number ofspam messages that are not aptured by the �lter norreported by the user. We use the following equationto estimate this term.miss(u) = Pspam � (ntall(u)� t(u)� jmr(u))The user model is therefore estimated as:P̂ (Y = 1jXu) = t(u) + jmr(u) + miss(u) + �Pspamntall(u) + � (4)Note that Equations 3 and 4 are not the only ways toestimate P (Y = 1jXu), and more sophistiated meth-ods may exist. However, as we will show next in theexperiments, these two models an already improvethe performane signi�antly given partial feedbak.4 ExperimentsWe evaluate the proposed user models experimentallyin this setion. In all the experiments, email messagesreeived between January and Marh 2007 are used fortraining, while messages reeived between April andMay 2007 are used for testing. We �rst disuss themethod of olleting most gray mail messages in anonline spam �ltering setting and then ompare our usermodels in di�erent senarios.1The pre parameter is estimated by applying the �lteron the development set. Ideally, the preision of the �ltershould be estimated on messages of di�erent users indi-vidually. In pratie, the limited sample messages per usermay not be able to provide a robust estimation. Therefore,we use the overall preision instead.



4.1 Data: Mixed-sender MailAlthough with labeled email messages, the ampaigndetetion method desribed in Setion 2 an apturegray mail with high preision, there exist several dif-�ulties in applying it to deteting gray mail in anonline, real-time spam �lter. For example, despite thefat that near-dupliate messages sent in roughly thesame short period an be lustered, knowing whih ofthem belongs to gray mail ampaigns still needs thelabels of at least some of the messages. Unfortunately,beause email is not always read right after reeivedby the system, it takes some time to ollet labels fromvolunteer users through means like the Hotmail Feed-bak Loop. A deision on whether an inoming mes-sage is gray mail annot thus be reliably made imme-diately via the ampaign detetion method. Besidesthis ritial issue, the overage of deteting gray mailis also limited due to the sampling issue as disussedearlier.One alternative of �nding gray mail is to train a graymail lassi�er using a orpus obtained via ampaigndetetion tehniques. While this approah has beenproposed in (Yih et al., 2007), it seems to have limitedsuess, partially due to the diversity of gray mail mes-sages. On the other hand, identifying aurately graymail messages may not be neessary sine it is onlyan intermediate goal. Separating a subset of emailthat ontains most gray mail and applying the pro-posed personalization shemes to improve spam �lter-ing would be suÆient.Beause of the above pratial onsiderations, we ap-ply our methods to only the mail from mixed senders.Mixed senders are the IP addresses that used to sendboth good and spam messages in the past. Althoughsome of them are learly spam or good mail, thesemessages also over most gray mail. Using the mixed-sender messages as the substitute of gray mail is alsoan eÆient solution in pratie sine it only needs tomaintain a list of mixed-sender IPs. Formally, we de-�ne the mixed senders as follows. Given an IP addressi, let mi be the set of messages sent from this IP ad-dress during a seleted period. The spam ratio, ri, isthen the number of spam messages in mi, divided byjmij (the total number of messages in mi). We thentreat senders who sent greater or equal to 5 messagesin this period with spam ratio between 0.2 and 0.8 asmixed senders. The set of mixed senders, Smixed, isthus: Smixed = fi j 0:2 � ri � 0:8; jmij � 5g:Messages sent from Smixed in the training and test-ing periods are sampled to onstrut our training and
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content + userFigure 4: The ROC urves of the ontent-based �lterand the model that inorporates user preferenes.testing data and used in the experiments2.4.2 ResultsTo fully evaluate the methods desribed in Setion 3,we design two orresponding experimental senarios.The �rst one is the Complete User Feedbak senario,whih assumes that users provide the labels to all mes-sages they reeive. The other is the Partial User Feed-bak senario, where we assume that for a group ofusers, only some spam labels are given through thejunk mail report mehanism. We present the detailsof these two senarios, along with the experimentalresults next.4.2.1 Complete User Feedbak SenarioIn this set of experiments, we use the traditional exper-imental setting: the ontent-based �lter and the usermodel are trained using mail reeived in the trainingperiod, and the �lters are tested on messages reeivedin the testing period. In partiular, we would like toexamine how our personalization model an improvethe auray of spam predition over the regular �l-ter on the mixed-sender mail, when the omplete userfeedbak is available.To build the onventional ontent-based �lter, we traina logisti regression model using 700,000 randomlysampled mixed-sender messages reeived in the train-ing period. The features used in this model are wordsin the subjet and body �elds, plus a very small set ofsome proprietary features. When ombining the user2Compared to deteting gray mail ampaigns, treatingmixed-sender messages as gray mail obviously has moreoverage but less preision. By examining a subset of mes-sages in an internal study, we found mixed-sender mail doeshave a high proportion of gray mail.



preferene with the ontent-based �lter via partitionedlogisti regression (f. Setion 3), the user model is es-timated by Equation 2, where the spam ratio of mes-sages eah user reeives is also derived from the mes-sages reeived in the training period. The smoothingparameter, �, is set to 1 for all users. Figure 4 showsthe ROC urves of these two �lters when applied tothe 1,875,321 testing mixed-sender messages reeivedby 197,183 di�erent users in the testing period.From the �gure, the �rst thing we notie is thatthe onventional �lter that relies only on the emailontent performs poorly on mixed-sender messages,where most of them are gray mail. For example,the true-positive rate at the false positive rate 0.1(TPR�FPR=0.1) is merely 38.2%, indiating that alot of spam messages in the gray mail ategory aneasily pass the ontent-based �lter. This result is es-sentially onsistent with previous analysis on the graymail orpus obtained using the ampaign detetiontehniques (f. Figures 2 and 3). However, inorpo-rating the user model does improve the result quitesubstantially. As disussed earlier, our model an betreated as if eah individual user has his own dei-sion threshold of the �lter. In spite of its simpliity,the true positive rate at 0.1 false-positive rate jumpsfrom 38.2% to 60.8%, whih indiates the importaneof personalization in handling the gray mail issue.4.2.2 Partial User Feedbak SenarioAs disussed in Setion 3.2.2, when applying the �lterto mail sent to ordinary users who do not provide theirlabel judgments, the main hallenge is to onstrut theuser model based on partial user feedbak { the junkmail reports. In order to simulate this senario, wefurther separate our data as follows. The reipients ofthe mail in our olletion are �rst randomly split intotwo user groups of roughly equal size. The originalmessages used for training and testing are separatedaordingly, as illustrated in Figure 5. We treat usergroup 1 as \known users" and user group 2 as \newusers". In order words, the labels of all messages inolletion A are assumed available, but only the la-bels of a subset of spam messages in olletion C arerevealed through junk mail reports. For this set ofexperiments, we will use the messages in olletion Ato train a ontent-based �lter and use the partial la-bels of messages in olletion C to build a user model.The ombined model is then evaluated using mail inolletion D.Reall that a junk mail report is essentially an un-aught spam message reported by the user. Therefore,to simulate suh user behaviors, a base spam �lter hasto be built �rst. We build a ontent-based lassi�erusing the messages in olletion A, where the learn-

Jan-Mar, '07 Apr-May, '07User Group 1 A BUser Group 2 C DFigure 5: The data split for experiments of the partialuser feedbak senario.ing algorithm and features are the same as used inSetion 4.2.1. We assume this �lter operates at 0.1false-positive rate due to the inherent diÆulty of han-dling gray mail or mixed-sender messages, and seletthe deision threshold through ross validation on mailolletion A. The preision of this lassi�er (used inEquations 3 and 4) is also estimated similarly. Whenapplying this ontent-based �lter to mail olletion C,messages with probabilities of being spam lower thanthe threshold are predited as good mail and deliveredto the inboxes. The false-negative ases (i.e., unaughtspam) may be reported by the users. We introdue aparameter � as the report rate or the likelihood thatan unaught spam message will be reported as junkmail, and vary this parameter in the experiments toobserve how the number of junk reports a�ets the re-sults. In other words, for the spam messages whihshould not appear in the inbox, we assume the userhave probability � to report it as a junk.Notie that this approah of simulating junk mail re-ports is a simpli�ed setting. In pratie, a spam �lteris often updated frequently using the latest trainingdata and the unaught spam messages are in fat thepredition results of various �lters trained using mes-sages reeived in di�erent time periods. Using the mailreeived in the same period to train the �lter for thepurpose of simulating junk mail reports, we believe,aptures the behavior of an ontinuously updated �l-ter. Note that the true testing data, the mail in olle-tion D, is still messages reeived in a non-overlappingtime period.We ompared the two user models proposed in Se-tion 3.2.2 when ombined with the ontent-based �l-ter and tested on mail olletion D. Model 1 (Equa-tion 3) assumes all unaught spam messages are re-ported and model 2 (Equation 4) inludes a orretionterm to estimate the ounts of unreported junk mailmessages. We assume the �lter operates at 0.1 false-positive rate and show the orresponding true-positiverates of these two user models at di�erent report rates.Figure 6 presents the results, where the x-axis is �, theprobability of reporting the mistakenly lassi�ed spammessages, and the y-axis is the true-positive rate.From the �gure, we notie that the performane ofboth models is onsistently improved as � inreases.Moreover, model 2 performs better when the reportrate is low, but not as good when this parameter be-
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model 2Figure 6: The true-positive rates at 0.1 false-positiverate of two user models when the feedbak is limited.Model 1 assumes all unaught spam messages are re-ported; model 2 inludes a orretion term that esti-mates the ount of unreported junk mail messages.omes larger. This phenomenon seems to imply thatthe orretion term used in model 2 is useful only whenmost unaught spam messages are not reported. No-tie that even when suh user feedbak is limited, thisadditional information an still bring some improve-ment to the spam �lter when proessing gray mail ormixed-sender mail. For example, from Figure 6, whenthe report rate � is 0.2, model 1 inreases the true-positive rate from 0.37 to 0.43, and model 2 has asimilar improvement.5 Related WorkAlthough the gray mail problem is a ommonly ob-served issue in prodution spam �ltering systems, it isoften treated as normal label errors and has attratedlittle attention in the researh ommunity. A pioneer-ing study on this problem was �rst done by Yih et al.(2007), where they proposed using ampaign detetiontehniques to �nd gray mail and then build a lassi�erto distinguish gray mail from regular mail. Althoughthey managed to show some improvement on spam �l-tering using a gray mail lassi�er, the sale of the ex-periments there was relatively small. In addition, graymail was still proessed by a regular ontent-based �l-ter without taking the mail reipients into aount.In ontrast, we show the importane of email person-alization to the gray mail problem and ondut ourexperiments using larger datasets.Email personalization is treated as inorporating userpreferenes with a ontent-based lassi�er in the �lterthat is learned in the framework of partitioned logistiregression (Chang et al., 2008). This model an beviewed as a novel hybrid model between the genera-

tive model, naive Bayes, and its disriminative oun-terpart, logisti regression. It is espeially suitable toour task sine the ontent features and user featuresfall into di�erent ategories naturally. In this paper,we further enhane the user model and suggest alter-native training methods that an also handle partialuser feedbak.Note that our email personalization strategy is quitedi�erent from previous approahes. Personalized emailspam �ltering has typially been viewed as training amodel that �ts better individual mail distribution, in-stead of adjusting the �lter to learn user preferene.In partiular, the lass label of an email message is as-sumed to be independent of the reipient of the mail.For example, a Dirihlet proess model to re-sampletraining data for eah user is used in (Bikel & She�er,2007), where the goal is to make the distribution of thisnew training dataset loser to the messages reeivedby the user. Nevertheless, the strategy of training in-dividual �lters for di�erent users is omputationallyexpensive for a Web mail system that has hundreds ofmillions of user aounts.A model ombination approah has also been pro-posed reently for personalized spam �ltering by Segal(2007), where a globally learned model is ombinedwith a model trained using only messages sent to thetarget user. In omparison, our user preferene modeldoes not require the messages of individual users, butonly the email labels. Partial feedbak from the junkmail reports an also be used to enhane the �lter whenhandling gray mail.6 Conlusions & Future WorkIn this work we addressed a diÆult hallenge for spam�lters in pratie { gray mail. Using a large mail or-pus labeled by Hotmail users, we found that gray mailis a ommon problem and has plaed signi�ant limi-tations on global �ltering shemes, even with the helpof traditional noise-redution tehniques.To address this hallenge we proposed a personalized�ltering approah based on the partitioned logisti re-gression model. We showed that, by inorporating in-dividual user preferenes diretly into the model, wewere able to signi�antly improve �lter performane ongray mail. Perhaps more importantly, we also showedhow our sheme was better suited to our target appli-ation { large-sale Web Mail systems { than previouswork. Although there exist other personalized frame-works, most of them inur large storage and proessingosts that may not be pratial in suh settings. Fur-thermore, some require extensive knowledge of eahuser and thus may not work well when only partialuser feedbak is available. In ontrast, our sheme in-



urs very little additional ost above traditional global�ltering shemes, and is designed to work even withonly partial user feedbak.In the future we would like to explore additional per-sonalization shemes to help solve the gray mail prob-lem. While our approah e�etively learns di�erent�ltering thresholds for eah user, another omplemen-tary diretion is to build expliit lists of blak/whitesenders for eah user. Despite the fat that most Web-based email systems today allow users to build suhlists, gray mail is still a urrent problem. Therefore wewould like to investigate this diretion to help makeit more e�etive in pratie (e.g., by inreasing userpartiipation). Another possibility is to automatiallyinfer these lists after observing user behavior. Thereare still several unanswered questions, though, suhas determining what types and levels of user behaviorare neessary to onstrut quality sender blak/whitelists? We feel that our approah is omplimentaryto this overall diretion, though, sine it provides amore personalized �lter even in the ases when userblak/white lists are ine�etive (e.g., in �rst-ontatsenarios). An e�etive gray mail solution may requirea ombination of several personalized shemes, and wefeel that the solution we've proposed in this paper isa solid step in this diretion.AknowledgementsWe thank Alek Ko lz for helping us �nd the emailampaigns in our Hotmail Feedbak Loop message ol-letion. We are also grateful to Chris Meek for hisvaluable omments.ReferenesBikel, S., & She�er, T. (2007). Dirihlet-enhanedspam �ltering based on biased samples. Advanes inNeural Information Proessing Systems 19 (NIPS-2006) (pp. 161{168).Chang, M., Yih, W., & Meek, C. (2008). Partitionedlogisti regression for spam �ltering. Proeedings ofthe 14th ACM SIGKDD international onferene onKnowledge disovery and data mining (KDD-08).Chowdhury, A., Frieder, O., Grossman, D., & M-Cabe, M. C. (2002). Colletion statistis for fastdupliate doument detetion. ACM Transationson Information Systems (TOIS), 20, 171{191.Cormak, G. (2006). TREC 2006 spam trak overview.Proeedings of TREC-2006.Cormak, G., & Lynam, T. (2005). TREC 2005 spamtrak overview. Proeedings of TREC-2005.
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